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Abstract. Given a dynamical system (Ω,Σ, µ, τ) with µ a non-atomic probability measure
and τ an invertible measure preserving ergodic transformation, we prove that the maximal
operator (see [5])

N∗f(x) = sup
α>0

α#

{
k ≥ 1 :

|f(τkx)|
k

> α

}
satisfies that

N∗ : [L log3 L(µ)] −→ L1,∞(µ)

is bounded where the space [L log3 L(µ)] is defined by the condition

‖f‖[L log3 L(µ)] =

∫ 1

0

supt≤y tf
∗
µ(t)

y
log3

1

y
dy <∞,

with log3 x = 1 + log+ log+ log+ x. This space is near L log3 L(µ), which is the optimal
Orlicz space on which such boundedness can hold. As a consequence, the space [L log3 L(µ)]
satisfies the Return Times Property for the Tail; that is, for every f ∈ [L log3 L(µ)], there
exists a set X0 so that µ(X0) = 1 and, for all x0 ∈ X0, all dynamical systems (Y, C, ν, S)
and all g ∈ L1(ν), the sequence

Rng(y) =
1

n
f(τnx0)g(Sny)

n→∞−→ 0, ν-a.e. y ∈ Y.

1. Introduction and motivation

Let (Ω,Σ, µ, τ) be a dynamical system; that is, a probability measure space (Ω,Σ, µ) to-
gether with an invertible measure preserving transformation τ . In this context, the following
return times theorem was proved in [9] (see also [7], [8] and [24]):

Theorem 1.1. For every 1 ≤ p ≤ ∞ and every f ∈ Lp(µ), there is a set Ωf ⊂ Ω with

µ(Ωf ) = 1, such that, for any other dynamical system (Ω′,Σ′, µ′, %), g ∈ Lq(µ′) (with 1
p + 1

q =

1), and x ∈ Ωf , the sequence of means

1

n

n∑
k=1

f(τkx)g(%ky)

converges µ′-almost everywhere.

The question then was to understand whether the fact that f and g lie in dual spaces
was a necessary assumption for this theorem to hold (see [16]). In an attempt to break this
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duality, in [3] and [4] it was proved that, given a dynamical system (Ω,Σ, µ, τ), if f ∈ Lp(µ)
for some p > 1 (or even if f ∈ L logL(µ)), there is a set Ωf ⊂ Ω with µ(Ωf ) = 1 satisfying
that for every sequence (Xk)k of i.i.d. random variables on a probability space (Ω′,Σ′, ν)
with Xk ∈ L1(ν) and any x ∈ Ωf ,

1

n

n∑
k=1

f(τkx)Xk

converges ν-almost everywhere. However, for a general function in L1(µ) this is no longer
true [5]. One way to prove this negative result was studying the so called Return Times
Property for the Tail (RTP) since it is easy to see that if the Return Times Theorem (RTT)
holds for a function f , then the RTP also holds for this function f . This property is the
following:

Definition 1.2. A function f satisfies the RTP (f ∈ RTP ) if, there exists a set X0 so that
µ(X0) = 1 and, for all x0 ∈ X0, all dynamical systems (Y, C, ν, S) and all g ∈ L1(ν), the
sequence

Rng(y) =
1

n
f(τnx0)g(Sny)

converges to zero for ν-almost every y ∈ Y .

If X is a space such that f ∈ RTP for every f ∈ X, we shall say that X satisfies the RTP
or simply write X ∈ RTP . In particular,

X ∈ RTT =⇒ X ∈ RTP.
In order to study the Return Times Theorem for L1(µ) the following result was funda-

mental.

Theorem 1.3 ([4]). Let (cn)n be a sequence of nonnegative numbers such that limn→∞ cn = 0.
Then, the following two statements are equivalent.

(a) supn
1
n#{k : ck >

1
n} < +∞.

(b) For all finite dynamical systems (Y, C, ν, S) and all g ∈ L1(ν), the sequence cng(Sny)
converges to zero for ν-almost every y ∈ Y .

Now, given f ∈ L1(µ), it is known that the sequence cn = f(τnx)
n converges to zero a.e. x,

and hence,

f ∈ RTP ⇐⇒ sup
n∈N

1

n
N 1

n
f(x) < +∞ a.e.x,

where, for α > 0,

Nαf(x) = #

{
k ≥ 1 :

|f(τkx)|
k

> α

}
.

Let us define

N∗f(x) = sup
α>0

αNαf(x).

It was proved in [5] that if the measure space is nonatomic and τ is ergodic, there exists
f ∈ L1(µ) such that N∗f(x) = +∞ almost everywhere, and consequently, the Return Times
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Property for the Tail and the Return Times Theorem do not hold for L1(µ) functions; that
is

L1(µ) /∈ RTP, and L1(µ) /∈ RTT.
Taking all this into account, we can conclude that the study of the finiteness of N∗f is a

key point in the Return Times theorems. On the other hand, it was proved in [17] that

N∗ : L log2 L −→ L1,∞

is bounded and hence L log2 L(µ) ∈ RTP . In the same paper, it was also stated that N∗

cannot be bounded in any Orlicz space strictly larger that L log3 L, leaving as an open
question the boundedness of

N∗ : L log3 L(µ) −→ L1,∞(µ).

In this paper, we shall obtain the RTP for a logarithmic space near the endpoint L log3 L(µ);
namely the space [L log3 L(µ)] defined by the condition

‖f‖[L log3 L(µ)] =

∫ 1

0

supt≤y tf
∗
µ(t)

y
log3

1

y
dy <∞.

Here, and in the rest of this paper, we use the following notation:

log1(x) = 1 + log+(x) and logk(x) = log1 logk−1(x), for k > 1.

Clearly,

[L log3 L] ⊂ L log3 L,

and the embedding is strict ([14]) since the fundamental functions of both spaces are not
equivalent. However, if h(y) = yf∗µ(y) is quasi-increasing in the sense that

h(x) . h(y), ∀ 0 < x ≤ y,
then

f ∈ [L log3 L(µ)] ⇐⇒ f ∈ L log3 L(µ).

On the other hand, in the context of Lorentz spaces (see definition below) it was proved
in [13] that, for every 0 < q < 1,

N∗ : L1,q(µ) −→ L1,∞(µ)

is bounded and hence

L1,q ∈ RTP, ∀q < 1.

Observe that if we consider a measurable function g so that

g∗µ(t) =
1

t log1
1
t log2

1
t

(
log3

1
t

)3 ,
we have that tg∗µ(t) is increasing and g ∈ [L log3 L]. However, g is not in either L log2 L(µ) or

L1,q, for any 0 < q < 1. Therefore, the RTP of the space [L log3 L] cannot be deduced from
the already known property for the spaces L log2 L(µ) or L1,q. Moreover, the largest set of
functions that has been shown to satisfy the RTP up to now is, as far as we know,

L log2 L(µ) + [L log3 L(µ)] +
⋃

0<q<1

L1,q(µ).
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Before going on, let us recall the definition of the spaces which are going to be important
to us. Given 0 < p, q ≤ ∞ and ν an arbitrary measure, Lp,q(ν) is the Lorentz space defined
as the set of measurable functions such that

||f ||Lp,q(ν) =

(
q

∫ ∞
0

yq−1λνf (y)
q
pdy

)1/q

=

(
q

p

∫ ∞
0

f∗ν (t)qt
q
p
−1
dt

)1/q

<∞, if q <∞,

and if q =∞,

||f ||Lp,∞(ν) = sup
y>0

yλνf (y)1/p = sup
t>0

t1/pf∗ν (t) <∞,

where f∗ν is the decreasing rearrangement of f with respect to ν defined by

f∗ν (t) = inf{y > 0 : λνf (y) ≤ t}, λνf (t) := ν({x ∈ Ω : |f(x)| > t}).

If ν is the counting measure on Z, we shall write Lp,q(ν) = `p,q. Recall also that L logL(ν) (
L1(ν) is the space of ν-measurable functions such that

‖f‖L logL(ν) =

∫ ∞
0

f∗ν (t) log1

1

t
dt <∞.

We will also need to consider other log-type spaces, such as L logL log3 L and L log3 L defined,
respectively, as the set of µ-measurable functions such that

‖f‖L logL log3 L(ν) =

∫ ∞
0

f∗ν (t) log1

1

t
log3

1

t
dt <∞,

and

‖f‖L log3 L(ν) =

∫ ∞
0

f∗ν (t) log3

1

t
dt <∞.

Using standard techniques of discretization and transference theory, it turns out that the
boundedness of the operator N∗ is formally equivalent to the boundedness of the following
apparently easier operator defined on the interval (0, 1) (see [3, 21]):

Af(x) =

∥∥∥∥fχ(0,x)

x− ·

∥∥∥∥
L1,∞(0,1)

.

Hence, the study of boundedness properties of the operator A became an interesting question.
In fact, we are going to start by proving boundedness properties of A, since the ideas to solve
the problem for N∗ come from this operator.

To prove our main results we are going to use the theory of Muckenhoupt weights and
some of the ingredients behind the extrapolation theorem of Rubio de Francia [23], together
with some results connected with the theory of Yano’s extrapolation and its several recent
extensions. Also, we should recall that by Stein and Weiss lemma [25] we have that, for any
collection of functions (fn)n,

(1.1)
∥∥∥ ∞∑
n=0

fn

∥∥∥
L1,∞

.
∞∑
n=0

log(n+ 2)‖fn‖L1,∞ .

Finally, in what follows, we shall assume that τ is an ergodic transformation.
The paper is organized as follows: in Section 2 we present all the previous results and

technical questions that we need and, in Section 3, our main results will be developed.
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Let us mention that we write x . y when there is a positive constant C > 0 such that
x ≤ Cy. If both x . y and y . x, then we write x ≈ y. The constants involved do not
depend on any parameter that is not fixed in its context.

2. Previous Lemmas on interpolation, extrapolation and weighted theory

2.1. Weighted theory. The starting result is related to the Hardy-Littlewood maximal
operator M defined on locally integrable functions on R by

Mf(x) = sup
I3x

1

|I|

∫
I
|f(y)|dy,

where the supremum is taken over all intervals I ⊆ R containing x. We recall that a positive
measurable function w is called a weight if w ∈ L1

loc(R). In this case, Lp,q(w) = Lp,q(ν) with
dν = wdx and, for any measurable set F , we write w(F ) =

∫
F w(x)dx. If w = 1, we simply

write |F |.

Proposition 2.1 ([15, 19]).

M : Lp,1(w) −→ Lp,∞(w)

is bounded if and only if w ∈ ARp ; that is,

(2.1) ‖w‖ARp = sup
E⊂I

|E|
|I|

( w(I)

w(E)

)1/p
<∞,

where the supremum is taken over all intervals I and every measurable set E ⊂ I. Moreover,

(2.2) ‖M‖Lp,1(w)→Lp,∞(w) . ‖w‖ARp .

Clearly

ARp ⊂ ARq for every p ≤ q, and ‖w‖ARq ≤ ‖w‖ARp .
These classes of weights are closely related to the Ap class introduced by Muckenhoupt in
[20]. For our purposes, a fundamental property of ARp is the following [12].

Lemma 2.2. There exists a constant C > 0 so that, for all p ≥ 1,

‖(Mf)1−p‖ARp ≤ C, ∀f ∈ L1
loc(R).

We shall need a discretized version of Lemma 2.2 and to this end we have to define first
the class of weights ARp (Z). In fact, as shown in [15], condition (2.1) is equivalent to

‖χI‖Lp,1(w)‖w−1χI‖Lp′,∞(w) . |I|

for every interval I, and we use this characterization to define ARp (Z) as follows:

Definition 2.3. A sequence u = (ui)i∈Z ∈ ARp (Z) if( k∑
i=j

ui

)
sup
t>0

tp
[ k∑
i=j,ui<

1
t

ui

]p−1

. (k − j)p, ∀j < k ∈ Z.
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Set the discrete maximal operator defined for sequences a = (ai)i∈Z by

Mda(k) = sup
n

1

2n+ 1

n∑
i=−n

|ai+k|, k ∈ Z.

Lemma 2.4. There exists a constant C > 0 so that, for every sequence a 6= 0,

‖(Mda)1−p‖ARp (Z) ≤ C.

Proof. By definition of the class ARp (Z), we have to prove that, for every i < j,

Bj :=

( j∑
k=i

(Mda)1−p(k)

)
sup
t>0

tp
[ j∑
k=i,(Mda)1−p(k)< 1

t

(Mda)1−p(k)

]p−1

. (j − i)p.

Now,

Bj =

( j∑
k=i

(Mda)1−p(k)

)
sup
t>0

[
tp

j∑
k=i,(Mda)(k)>t

(Mda)1−p(k)

]p−1

.

( j∑
k=i

(Mda)1−p(k)

)
sup
t>0

[
t]{i ≤ k ≤ j : (Mda)(k) > t}

]p−1
.

We can assume without loss of generality that j ≥ 0. Let us write a = ai,j + āi,j , where

ai,j = (· · · , 0, 0, a2i−j , a2i−j+1, · · · , aj , · · · , a2j−i, 0, 0, · · · ).

Then, if i ≤ k, k′ ≤ j, it is clear that (Mdā
i,j)(k) ≈ (Mdā

i,j)(k′) and hence there exists a
universal constant B > 0 so that

(Mdā
i,j)(k) ≤ B min

i≤s≤j
(Mda)(s), ∀i ≤ k ≤ j.

Set βi,j := mini≤s≤j(Mda)(s). Then, if t ≤ 2Bβi,j ,

t]{i ≤ k ≤ j : (Mda)(k) > t} . (j − i)βi,j ,

and hence

(2.3)

( j∑
k=i

(Mda)1−p(k)

)[
t]{i ≤ k ≤ j : (Mda)(k) > t}

]p−1
. (j − i)p.

On the other hand, if t > 2Bβi,j , using that Md : `1 → `1,∞ we have,

t]{i ≤ k ≤ j : (Mda
i,j)(k) > t/2} .

2j−i∑
k=2i−j

|ak| . (j − i)βi,j ,

and

t]{i ≤ k ≤ j : (Mdā
i,j)(k) > t/2} ≤ t]{i ≤ k ≤ j : Bβi,j > t/2} = 0,
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therefore,

t]{i ≤ k ≤ j : (Mda)(k) > t} ≤ t]{i ≤ k ≤ j : (Mda
i,j)(k) > t/2}

+ t]{i ≤ k ≤ j : (Mdā
i,j)(k) > t/2} ≤ (j − i)βi,j ,

and the result follows as in (2.3). �

In the context of our dynamical system, the following result was proved in [22].

Theorem 2.5. The ergodic maximal operator

Mτf(x) = sup
n∈N

1

2n+ 1

n∑
i=−n

|f(τ ix)|

satisfies that

Mτ : Lp,1(udµ) −→ Lp,∞(udµ)

if, for a.e. x, the sequence ux = (u(τ ix))i satisfies that ux ∈ ARp (Z) uniformly in x; that is,
there exists C > 0, so that( k∑

i=0

u(τ ix)

)
sup
t>0

tp
[ k∑
i=0,u(τ ix)< 1

t

u(τ ix)

]p−1

≤ Ckp, a.e. x.

As a consequence of Lemma 2.4 and Theorem 2.5 we finally obtain the following result.

Corollary 2.6. Given a dynamical system (Ω,Σ, µ, τ), 1 < p <∞, h a measurable positive
function and u = (Mτh)1−p, we have that the ergodic maximal operator

Mτ : Lp,1(udµ) −→ Lp,∞(udµ)

is bounded with constant independent of h.

2.2. Interpolation. The following lemma is classical (see for example [6]) and the compu-
tation of the constant, which is fundamental for our purposes, was done in detail in [11].

Lemma 2.7. Let T be a quasi-sublinear operator such that, for some weight u,

T : Lqj ,1(u) −→ Lqj ,∞(u)

is bounded with constant Mj, for j = 0, 1. Then, for every 0 < θ < 1, if 1
q = 1−θ

q0
+ θ

q1
, we

have that

T : Lq,∞(u) −→ Lq,∞(u)

is bounded with constant controlled by

C(q1 − q0)

(q − q0)(q1 − q)
M1−θ

0 M θ
1 .
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2.3. Yano’s extrapolation type results. The problem of approaching the endpoint L1

only from information in Lp for p > 1 is the starting point of another extrapolation theory,
initiated by S. Yano in 1951, [26]:

Theorem 2.8. Let ν be a finite measure and p0 > 1. If T is a sublinear operator such that,
for every 1 < p ≤ p0,

T : Lp,1(ν) −→ Lp(ν)

is bounded with norm controlled by C(p− 1)−1 for some C > 0 independent of p, then,

T : L logL(ν) −→ L1(ν).

There is also a Yano’s extrapolation theorem concerning weak-type spaces. In 1996, N. Yu
Antonov [1] proved that there is almost everywhere convergence for the Fourier series of
every function in L logL log3 L(T). Even though he did not write it explicitly, behind his
ideas there was the following extrapolation argument (see [2, 10] for more details):

Theorem 2.9. Let ν be a finite measure and p0 > 1. If T is a sublinear operator such that,
for every 1 < p ≤ p0,

T : Lp,1(ν) −→ Lp,∞(ν)

is bounded with norm controlled by C(p− 1)−1, then,

T : L logL log3 L(ν) −→ L1,∞(ν).

Finally, a second variant of Yano’s extrapolation theorem was done in [14]. We present
here a new and much shorter proof of this result.

Theorem 2.10. Let ν be a finite, non-atomic measure and p0 > 1. If T is a sublinear
operator such that, for every 1 < p ≤ p0,

T : Lp,∞(ν) −→ Lp,∞(ν)

is bounded with norm controlled by C(p− 1)−1, then,

T : [L log3 L(ν)] −→ L1,∞(ν),

where [L log3 L(ν)] is the set of measurable functions such that

‖f‖[L log3 L(ν)] =

∫ 1

0

supt≤y tf
∗
ν (t)

y
log3

1

y
dy <∞.

Proof. We shall assume, for simplicity, that ν is a probability measure. Let f be a ν-
measurable function so that ‖f‖∞ ≤ 1, then for every 1 < p ≤ p0 and every 0 < t ≤ 1,

t1/p(Tf)∗ν(t) .
1

p− 1
sup
s>0

s1/pf∗ν (s) ≤ 1

p− 1
(sup
s>0

sf∗ν (s))1/p =
‖f‖1/p

L1,∞

p− 1
,

and hence, for every 0 < t ≤ 1,

(Tf)∗ν(t) . inf
1<p≤p0

1

p− 1

(
‖f‖L1,∞

t

)1/p

≈ ϕ
(
‖f‖L1,∞

t

)
,

with ϕ(y) = y log1
1
y . From here, it follows that

‖Tf‖L1,∞ . ϕ(‖f‖L1,∞), ||f ||∞ ≤ 1.
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Now, given a measurable function f , we know [6] that there exists a measure preserving
transformation σ from our measure space to (0, 1) so that f(x) = f∗ν (σ(x)). Hence, if we

write In = (21−2n+1
, 21−2n),

f∗ν (s) =
∞∑
n=0

f∗ν (s)χIn(s),

and thus

f(x) = f∗ν (σ(x)) =

∞∑
n=0

f∗ν (σ(x))χIn(σ(x)) =
∞∑
n=0

f(x)χEn(x) :=
∞∑
n=0

fn(x),

where ‖fn‖∞ ≤ f∗ν (21−2n+1
). Hence, if f̃n(x) = fn(x)/f∗ν (21−2n+1

), we have that ‖f̃n‖∞ ≤ 1
and

Tf(x) ≤
∞∑
n=0

(Tfn)(x) =

∞∑
n=0

f∗ν (21−2n+1
)(T f̃n)(x).

From here, using (1.1), we obtain that

‖Tf‖L1,∞ .
∞∑
n=0

log(n+ 2)f∗ν (21−2n+1
)‖T f̃n)‖L1,∞

.
∞∑
n=0

log(n+ 2)f∗ν (21−2n+1
)ϕ(‖f̃n‖L1,∞)

.
∞∑
n=0

log(n+ 2)f∗ν (21−2n+1
)ϕ

(
‖fn‖L1,∞

f∗ν (21−2n+1)

)

.
∞∑
n=0

log(n+ 2)f∗ν (21−2n+1
)ϕ

(
supt∈In tf

∗
ν (t)

f∗ν (21−2n+1)

)

≈
∞∑
n=0

log(n+ 2) sup
t∈In

tf∗ν (t) log1

f∗ν (21−2n+1
)

supt∈In tf
∗
ν (t)

.
∞∑
n=0

log(n+ 2)2n sup
t∈In

tf∗ν (t) . ‖f‖[L log3 L(ν)],

and the result follows. �

Remark 2.11. Observe that the theorem above is still true if we change the sublinearity con-
dition on T by the condition that T is sublinear on functions with pairwise disjoint supports.

3. Main results

As mentioned in the introduction, we are going to start by proving boundedness properties
of the operator A, since the ideas to solve the case of N∗ are exactly of the same nature. We
shall extend the operator A to the whole real line; that is, we shall consider

Āf(x) =

∥∥∥∥fχ(−∞,x)

x− ·

∥∥∥∥
L1,∞(R)

, ∀f ∈ L1
loc(R).
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It was proved in [17] that

A : L log2 L(0, 1) −→ L1,∞(0, 1)

is bounded and it was also stated that A cannot be bounded on any Orlicz space strictly
bigger that L log3 L(0, 1), leaving as an open question the boundedness of

(3.1) A : L log3 L(0, 1) −→ L1,∞(0, 1).

That is, in the scale of logarithmic spaces X, L log3 L(0, 1) would be the optimal one sat-
isfying that A : X → L1,∞(0, 1) is bounded. In our first attempt to solve the conjectured
boundedness in (3.1), the following observation was made in [14]: given a locally integrable
function f , it is known [6] that

(Mf)∗(t) ≈ 1

t

∫ t

0
f∗(s)ds.

Therefore,

||Mf ||L log3 L ≈ ||f ||L logL log3 L.

and hence, if we prove that

(3.2) A ◦M : Lp −→ Lp,∞

is bounded with constant C/(p− 1), by Theorem 2.9 we have that

A ◦M : L logL log3 L −→ L1,∞

will be bounded. Thus,

||Ag||L1,∞ . ||g||L log3 L

when g belongs to the collection of functions of the form g = Mf . Since M : Lp −→ Lp,∞ is
bounded with a uniform constant independent of p, (3.2) will hold if

A : Lp,∞ −→ Lp,∞,
C

p− 1
.

This question remained open in [14] and its proof is one of our main results. We first
emphasize the following properties of the operator A:

(1) A is not a sublinear operator, but it is quasi-linear; that is, for some C > 1,

A(f + g) ≤ C(Af +Ag),

and hence the interpolation Lemma 2.7 can be applied.
(2) If (fn)n is a collection of functions with pairwise disjoint supports, we do have sub-

linearity; that is

A(
∑
n

fn) ≤
∑
n

A(fn),

and hence, by Remark 2.11, Theorem 2.10 can be applied.

Lemma 3.1. For every 0 ≤ δ < 1, u = (Mh)δ,

A : L2,∞(u−1) −→ L2,∞(u−1)

is bounded with constant less than or equal to C
1−δ with C independent of h.
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Proof. A simple calculation shows that, for every measurable set E,

ĀχE ≤MχE ,

and hence, by (2.2), for every q ≥ 1 and every v ∈ ARq ,

‖ĀχE‖Lq,∞(v) ≤ ‖v‖ARq v(E)1/q.

By Lemma 2.2, we have that, for every r ≥ 1 + δ, u−1 ∈ ARr with ‖v‖ARr . 1, and hence

(3.3) Ā : Lr,1(u−1) −→ Lr,∞(u−1),
C

1− r
.

Finally, we use Lemma 2.7 with (3.3), r = max(1.5, 1 + δ) and r = 3− δ, to conclude that

Ā : L2,∞(u−1) −→ L2,∞(u−1)

with constant controlled by C
1−δ , as we wanted to see. �

Theorem 3.2. For every 1 < p ≤ 2,

Ā : Lp,∞(R) −→ Lp,∞(R)

is bounded with constant less than or equal to C(p− 1)−1.

Proof. By density, we can assume without lost of generality that f ∈ Lp,∞(R) satisfies
limt→0 sups≤t sf

∗(s)p = 0. Then, if F (t) = sups≤t sf
∗(s)p we have that F is an increas-

ing function so that F (t)/t is decreasing and hence F is quasi-concave and F (0+) = 0. Thus,
there exists a decreasing function h so that

f∗(t)p ≤
sups≤t sf

∗(s)p

t
≈ 1

t

∫ t

0
h(x)dx ≈ (Mh)∗(t).

From here it follows that

‖(Mh)1/p‖Lp,∞(R) = sup
t>0

t1/p(Mh)∗(t)1/p =
(

sup
t>0

t(Mh)∗(t)
)1/p

≈ ‖f‖Lp,∞(R).

Therefore, by Lemma 3.1,

λĀf (y) ≤ λ(Mh)1/p(γy) +

∫
{(Āf)>y,(Mh)1/p≤γy}

1dx

.
1

ypγp
‖f‖pLp,∞ +

∫
{(Āf)>y,(Mh)1/p≤γy}

(
γy

(Mh)1/p

)2−p
dx

≤ 1

ypγp
‖f‖pLp,∞ +

γ2−p

yp
sup
z>0

z2

∫
{(Āf)>z}

(Mh(x))
p−2
p dx

.
1

ypγp
‖f‖pLp,∞ +

γ2−p

(p− 1)2yp
sup
z>0

z2

∫
{|f |>z}

(Mh(x))
p−2
p dx.

On the other hand, if F is a measurable set with |F | <∞ and α ≤ 0, it is easy to see that,
for almost every 0 < t < |F |, (

gαχF
)∗

(t) =
(
(gχF )∗(|F | − t)

)α
,

and hence, by Hardy’s inequality,
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∫
{|f |>z}

(Mh(x))
p−2
p dx ≤

∫ λf (z)

0

(
(Mh)∗(λf (z)− t)

) p−2
p dt =

∫ λf (z)

0
(Mh)∗(t)

p−2
p dt.

As a consequence, since (Mh)∗(t) ≥ f∗(t)p,

λĀf (y) ≤ 1

ypγp
‖f‖pLp,∞ +

γ2−p

(p− 1)2yp
sup
z>0

z2

∫
{f∗>z}

(f∗(t))p−2dt

≤
(

1

γp
+

γ2−p

(p− 1)2

)
‖f‖pLp,∞ ,

and the result follows taking γ = (p− 1) �

Obviously, the same boundedness holds for the original operator A, and by Theorem 2.10
the following results can be deduced:

Corollary 3.3. The operator A satisfies that, for every 1 < p ≤ 2,

A : Lp,∞(0, 1) −→ Lp,∞(0, 1),
C

p− 1
,

and consequently,

A : [L log3 L(0, 1)] −→ L1,∞(0, 1).

Remark 3.4. Set now f to be a positive function defined on Z, and let us define the discrete
operator

N∗,df(i) = sup
α>0

α#

{
k ≥ 1 :

f(i+ k)

k
> α

}
.

As a consequence of the previous result, we have the following estimate.

N∗,d : `p,∞ −→ `p,∞,
C

p− 1
.

To see this, let F : R → R be defined by F (x) = f([x]). With this, it is easy to check ([13])
that, if x ∈ (i, i+ 1),

#

{
k ≥ 1 :

f(i+ k)

k
> α

}
≤
∣∣∣∣{y > 0 :

F (x+ y)

y
>
α

2

}∣∣∣∣,
and thus, N∗,df(i) . ĀF (x), for every x ∈ (i, i+ 1) from which the result follows.

In order to prove the RTP for the space [L log3 L], our first idea was to use the operator
N∗,d together with standard techniques in transference theory, but we failed in proving the
corresponding transference theorem due to the special structure of Lp,∞(µ). However, using
Corollary 2.6, we can reproduce the technique in the proof of our Theorem 3.2 to show our
last main result:

Theorem 3.5. Given a dynamical system (Ω,Σ, µ, τ), we have that:
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a) For every 1 < p ≤ 2,

N∗ : Lp,∞(µ) −→ Lp,∞(µ),
C

p− 1
.

b)

N∗ : [L log3 L(µ)] −→ L1,∞(µ).

c)

[L log3 L(µ)] ∈ RTP.

Proof. Clearly, c) is an immediate consequence of b) and b) of a) by Theorem 2.10. Hence, it
only remains to prove a). The proof of a) follows the same pattern as the proof of Theorem
3.2 using the following facts:

(1) A simple calculation shows that, for every measurable set E,

N∗χE ≤MτχE .

(2) Hence, by Corollary 2.6 we have that if h is a positive measurable function and
v = (Mτh)1−q with 1 ≤ q < 2,

‖N∗χE‖Lr,∞(v) . v(E)1/r, ∀r ≥ q.

(3) Since N∗ is monotone and sublinear on functions with disjoint supports we have that
the previous estimate can be extended to

N∗ : Lr,1(v) −→ Lr,∞(v), ∀r ≥ q,

with constant independent of h.
(4) From here it follows, as in Lemma 3.1, that

N∗ : L2,∞(v) −→ L2,∞(v),
C

2− q
.

(5) In [18] it was proved that

(Mτf)∗µ(t) ≈ 1

t

∫ t

0
f∗µ(s)ds.

Hence, the proof can be finished exactly as in Theorem 3.2 with the obvious modifi-
cations, which we include for the sake of completeness:

Take h so that

f∗µ(t)p ≤
sups≤t sf

∗
µ(s)p

t
≈ 1

t

∫ t

0
h∗µ(s)ds ≈ (Mτh)∗µ(t), ∀ 0 < t < 1.

Notice that we are using the fact that µ is σ-finite and nonatomic, which ensures that, for
every positive decreasing and right continuous function g on (0,∞), there exists a measurable
function h so that h∗µ(t) = g(t), for every 0 < t < 1. (see [6]).
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Hence,

λµN∗f (y) ≤ λµ
(Mτh)1/p

(γy) +

∫
{N∗f>y,(Mτh)1/p≤γy}

1dµ(x)

.
1

ypγp
‖f‖pLp,∞(µ) +

∫
{N∗f>y,(Mτh)1/p≤γy}

(
γy

(Mτh)1/p

)2−p
dµ(x)

≤ 1

ypγp
‖f‖pLp,∞(µ) +

γ2−p

yp
sup
z>0

z2

∫
{N∗f>z}

(Mτh(x))
p−2
p dµ(x)

.
1

ypγp
‖f‖pLp,∞(µ) +

γ2−p

(p− 1)2yp
sup
z>0

z2

∫
{|f |>z}

(Mτh(x))
p−2
p dµ(x)

.
1

ypγp
‖f‖pLp,∞(µ) +

γ2−p

(p− 1)2yp
sup
z>0

z2

∫
{f∗µ>z}

((Mτh)∗µ(t))
p−2
p dt

≤
(

1

γp
+

γ2−p

(p− 1)2

)
‖f‖pLp,∞(µ),

and the result follows taking γ = p− 1. �
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